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Abstract 

4G LTE mobile networks are deployed by many operators and first operators offer telephony services over LTE (VoL-

TE) today. Video telephony is expected to be the next step. The required media bitrate for video is many times higher 

than for audio, which increases the risk of network congestion. Video bitrate adaptation techniques can avoid congestion. 

In this paper we evaluate the Google Congestion Control (GCC) algorithm and the Sprout algorithm, two recently pro-

posed adaptation techniques. Based on the analysis of GCC and Sprout we propose an improved algorithm called E-

Sprout. We present and discuss results from LTE system level simulations for video telephony using best effort bearers 

for the three algorithms. 
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1 Introduction 

Many operators around the world are rolling out 4G LTE 

(Long Term Evolution) mobile networks. At first LTE is 

mostly used to provide high speed mobile data. In a next 

step telephony services via LTE (VoLTE) can be offered 

using IMS and Multimedia Telephony services. First 

VoLTE deployments for voice are in operation today. 

VoLTE video is then the next step to offer video telephony 

via LTE and IMS [1].  

VoLTE uses AMR-WB and H.264 codecs for audio and 

video respectively. The media bitrate for video is many 

times higher than for audio. If we assume a bitrate of 

20 kbps for AMR-WB audio and a bitrate of 400 kbps for 

H.264 standard definition video, the required bitrate for 

video is 20 times higher than for audio. The majority of 

mobile devices supporting LTE also support high defini-

tion (HD) video. For HD video at a good quality one 

should assume a minimum bitrate of 1 Mbps and higher. 

Next generation video codecs like H.265 (HEVC) are ex-

pected to achieve the same video quality at almost half of 

the bitrate. Still, the required bitrates for video will be high 

and likely more efficient video codecs will not only be 

used to reduce bitrates, but also to increase video resolu-

tion and video quality.  

Video sessions easily use up the available bandwidth in 

LTE. Multiple users use the available capacity in an LTE 

cell at the same time and share the same radio resources. In 

a realistic scenario different types of services over LTE are 

being used at the same time, e.g., telephony, web browsing 

and streaming. Those two factors lead to a changing avail-

able bitrate per user over time. Mobility of users is yet an-

other source of available bitrate variation.  

If the overall load in a radio cell increases and reaches the 

cell capacity, congestion occurs and timely transmission of 

data packets is not possible. It is the task of the radio 

scheduler to allocate radio resources to the users according 

to their service profile. If a timely transmission of packets 

is not possible then they can either be delayed or dropped. 

In packet based transmission the packets are typically 

queued, if they cannot be transmitted at the current time. 

Queues can then be emptied at a later point. Queuing adds 

delay to the transmission. If the maximum queue size is 

reached, packets will be dropped. Active queue manage-

ment (AQM) is a technique to drop packets before the 

queue is full. We do not use AQM in this evaluation. 

Real-time conversational services are very delay critical, 

meaning that the user experience will degrade largely if the 

end-to-end delay or one way delay (OWD) increases too 

much. Acceptable one way delays for voice telephony are 

around 200 ms (mouth to ear). Acceptable end-to-end de-

lays for video telephony are higher around 400 ms [2]. 

Still, this delay puts a very strong requirement on the 

transmission for video. 

A video stream is more likely to experience congestion due 

to the high video bitrate. To avoid too long one way delays 

in case of congestion, it is desirable to adapt and reduce 

the bitrate according to the available bitrate. If the availa-

ble bitrate increases the video rate can be increased to send 

video at a higher quality. Thus, rate adaptation serves to 

send video with the best possible quality and to avoid too 

long delays. 

The 3GPP Quality of Service (QoS) architecture for LTE 

and EPC (Evolved Packet Core) uses different bearers to 

handle different traffic types according to their QoS clas-

ses. Different bitrate and delay requirements are used for 

example for real-time audio and web browsing. Real-time 

conversational audio and video streams use dedicated 



bearers, for which a guaranteed bitrate, a maximum bitrate, 

delay and packet loss thresholds are defined. Even within 

this framework and using dedicated bearers congestion for 

high bitrate video can occur. To keep an initially high vid-

eo bitrate for a user will be very expensive and will con-

sume a big part of the radio resources, if the link condi-

tions for this user become worse. 3GPP defines the usage 

of explicit congestion notification (ECN). ECN requires 

managed network access. Therefore, we do not use ECN in 

this evaluation. 

Recently the usage of best effort bearers, which do not 

guarantee a bitrate, delay or packet loss thresholds, for au-

dio and video has drawn attention. Best effort bearers are 

used for RCS telephony, by Over-The-Top services, and in 

cases of unmanaged access networks, e.g., Wi-Fi. A very 

low fixed video bitrate and quality would have to be used 

to guarantee timely transmission using best effort bearers. 

Bitrate adaptive video on the other hand allows using best 

effort bearers and the maximum possible video bitrate and 

quality. We use best effort bearers in this work to evaluate 

the proposed adaptation algorithms for video in LTE. 

 

Chapter 2 presents the adaptation framework and the adap-

tation algorithms: GCC, Sprout and E-Sprout. Chapter 3 

describes the simulation setup and performance indicators 

used to evaluate the algorithms. Chapter 4 presents and 

discusses the simulation results. 

2 Adaptation Framework and Al-

gorithms 

Figure 1 shows the media rate adaptation framework. It is 

implemented in the clients and splits up in a sender and a 

receiver part.  

 

Figure 1 Adaptation framework showing sender and re-

ceiver components. 

Different channel metrics are measured to detect conges-

tion, e.g., throughput, round-trip time (RTT), packet loss 

rate and the time between two arriving video frames. The 

receiver estimates the channel and sends back a feedback 

to the sender. The sender is the controlling part in the 

framework and sets the target bitrate for the encoder. 

In case of Sprout and E-Sprout, packets are queued in the 

scheduler block in order to protect the channel from con-

gestion. The transmission of the video is done by the Real-

Time Transport Protocol (RTP). For GCC the feedback is 

sent over Real-Time Transport Control Protocol (RTCP) 

reports. For Sprout and E-Sprout the feedback is piggy-

backed on the media packets. 

2.1 Adaptation Framework for Sprout 

and E-Sprout 

Figure 2 shows how Sprout and E-Sprout fit in the adapta-

tion framework. After detecting congestion in the channel 

the algorithms buffer the outgoing media flow at the send-

er. It also controls the media source by setting the target 

video bitrate considering the congestion in the channel. 

 

Figure 2 Sprout adaptation framework and E-Sprout in 

red. 

The encoder produces a     periodic data stream, where   

is the frame period of the encoded video. If no congestion 

is detected, Sprout will fetch the video frames from the 

queue, packetize them and send them to the network sock-

et which transfers the packets over the radio link. On the 

receiving side Sprout and E-Sprout measure the incoming 

bitrate, de-packetize the packets and delivers them to the 

video decoder. After the post calculations of the incoming 

data bitrate, described in Section 2.2, the information about 

the channel is sent back to the sender, which adapts its 

sending rate and the target bitrate from the encoder. 

In addition, E-Sprout measures the RTT and uses the age 

of the oldest data in the queue to adapt the target bitrate. 

2.2 Sprout 

Sprout strives for the highest possible throughput, while 

preventing packets from waiting longer than 100 ms in the 

network queues [3]. 

Sprout measures the received throughput and forecasts it to 

a maximum of 160 ms window. The Sprout receiver uses a 

model of the channel which consists of a queue and a pro-

cessing entity. The throughput of the entity is modeled by 

a Poisson process, whose rate varies with Browian motion. 

The Sprout receiver forecasts the throughput of the chan-

nel in periods of 20 ms (called “tick”). It forecasts the 

channel throughput each tick in such a way that packets 
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are delivered through the channel within 100 ms with a 

probability of 95 %. The sender receives this feedback 

from the receiver and calculates the cumula-

tive_delivery_forecast.  

The amount of bytes, which are save to be sent in the re-

cent tick, are called BytesToSend. In order to calculate 

BytesToSend, Sprout estimates the number of packets 

which already arrived at the receiver and subtracts those 

from cumulative_delivery_forecast. To be able to do so the 

number of arrived bytes at the sender is added to the feed-

back. 

With each received forecast the receiver’s tick is set back 

to zero. If the sender gets no feedback for 160 ms, Sprout 

will reduce its sending rate to a heartbeat sending one 

packet every 50 ms. 

2.3 E-Sprout 

E-Sprout is an evolved version of Sprout which improves 

Sprout for video traffic. In E-Sprout the rate control esti-

mates the target bitrate from both BytesToSend and the age 

of the oldest packets in the sending queue. If packets wait 

longer than the frame period, the target bitrate will be de-

creased. 

For the rate control, BytesToSend is very unstable and has 

to be filtered. E-Sprout filters BytesToSend through a mov-

ing average and then again through an exponential filter. 

The moving average filter reduces peaks. The exponential 

filter provides smoothness when sudden changes of 

BytesToSend occur. The numbers of bytes, which are 

queued for transmission, are subtracted from BytesToSend. 

The filtered BytesToSend still varies in small scale. To 

prevent the encoder from changing the bitrate too frequent-

ly, the minimum time between two changes is set equal to 

the RTT. 

At the beginning of a session, Sprout is quite optimistic 

and sends a high data rate, although it has not yet received 

a forecast and has no knowledge of the channel condition. 

To prevent congestion in this time E-Sprout sends the min-

imal data rate until the second forecast from the receiver 

has arrived.  

As mentioned in Section 4.1 a problem of Sprout is the 

wrong detection of congestion. To handle this, E-Sprout 

adds the RTT of the channel to the estimation. If the RTT 

is less than 100 ms, the channel is not congested. Thus 

Sprout measures the video bitrate instead of the available 

channel bitrate. In this period of time E-Sprout uses one of 

the last eight forecasts, which promises the highest bitrate. 

This ensures that the algorithm achieves the highest possi-

ble bitrate, if the channel is not congested. 

In Sprout every sent packet has a fallback time, marking 

the time when the next packet should arrive at the receiver. 

It is known that there will be no data to send between vid-

eo frames, so the time, until the next frame will be pro-

duced by the encoder, is added to the fallback time.  

The age of the packets, which are waiting for delivery, can 

be seen as pre-delay before transmission. This time is di-

rectly added to the one way delay and downgrades the user 

experience. To prevent a high pre-delay the packets are not 

queued up longer than two times the frame period. After 

that they are directly sent, although E-Sprout is estimating 

bad channel congestion. 

2.4 Google Congestion Control 

Google proposed the Google Congestion Control (GCC) in 

IETF (RMCAT WG) for real time conversational media. 

GCC is part of their WebRTC implementation code [4]. 

Like in Figure 1 the adaptation framework for GCC con-

sists of a sender side controller and a receiver side meas-

urement block. The receiver side controller takes the inter-

frame-arrival-time, described in Section 2.4.1, to estimate 

the available channel bitrate. The sender side measurement 

block takes the packet loss rate and the receiver side esti-

mated available bitrate to calculate the target bitrate of the 

encoder. 

GCC uses the RTCP reports to send a rate request and 

packet loss rate from the receiver to the sender. The sched-

uler block shown in Figure 1 is not used by GCC. The 

frames generated from the encoder are directly processed 

by the RTP stack and sent to the network. 

2.4.1 Receiver-Side Control 

GCC measures the length of the arriving frames and the 

inter-arrival-time, which is the time between two arriving 

frames, to estimate the available bitrate of the channel. In 

order to do so the capacity of the channel is calculated 

through a Kalman filter. 

GCC feeds the outcome   of the Kalman filter to its over-

use detector. This detector has three states: over-use, un-

der-use and normal. The states are triggered depending on 

the value of  . 

The rate control estimates the available bitrate  ̂ of the 

channel. Depending on the state of the over-use detector 

the estimation  ̂ will be increased or decreased, shown in 

Figure 3. If the rate control is in hold state the estimated 

bitrate will be kept equal. If an under-use state is detected, 

the system will stay in the hold state until   is stabilizing 

again. Then the normal state will be triggered and the es-

timated available bitrate will be increased again. This helps 

GCC to clear the network queues after congestion. 

 

Figure 3 State chart of rate control with signals from over-

use detector [4].  

2.4.2 Sender-Side Control 

The receiver sends back the estimated available bitrate to 

the sender. With this information, the packet loss rate and 

the RTT, the sender estimates the available bitrate  ̂ . 

Three possible situations are taken into account. If the 
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packet loss rate   is between       the estimation will 

be kept equal. If it is above     the new estimation will 

be  ̂ ( )   ̂ (   )  (  
 

 
). If   is under    it will be 

 ̂ ( )       ( ̂ (   )      ). The estimation is 

bounded by the TCP friendly rate and the receiver estimat-

ed available bitrate. 

3 Simulation and Evaluation 

3.1 LTE System Level Simulation 

The evaluation of the algorithms is done through a multi 

user radio system simulator with detailed models for the 

LTE physical layer, protocol layers, and radio resource 

management. 

The algorithm framework is embedded into the simulated 

mobile user equipment. For each session a mobile user is 

connected with a fixed user on the network side, so that 

there is only one radio interface for uplink and downlink 

respectively. Only downlink simulations are performed so 

that the video is only send from fixed user to mobile user. 

The video used for the simulations is a constant bitrate 

video with a nominal bitrate of 1.5 Mbps. The video 

source is rate adaptive between 0.15 to 1.5 Mbps and pro-

vides frames periodically with 30 fps. The length of each 

call is limited to 60 seconds. 

3.1.1 Scenarios 

Two scenarios are used in the simulations. The First sce-

nario simulates an uncongested network scenario, which is 

called “bitpipe“ in this paper. 

The second scenario is an LTE radio system simulation, 

which is a 3GPP Case 1-like scenario with 21 cells, 5 MHz 

bandwidth, a 2 GHz carrier frequency, and SIMO antenna 

structure [5]. The users are distributed randomly over the 

simulation area and move in straight lines with random di-

rections and a speed of 3 km/h. A simplified handover al-

gorithm with ideal measurements is used. The variation of 

available bitrate for each user is done by the number of us-

ers system wide, so that with more users the cell will be 

more congested. The arrival of users follows a Poisson dis-

tribution, which is proportional to the length of the call, so 

that on average the number of users per cell is kept equal. 

Users, who transmit files over TCP, are added as back-

ground traffic. These users are called FTP users. Because 

the file size is rather short and FTP users arrive through a 

Poisson process the system is frequently congested. The 

average FTP load is 2 Mbps. A proportional fair scheduler 

allocates the bandwidth for each user. The video and FTP 

users are on the same bearer with the same priority, mean-

ing that both session types are scheduled over best effort 

bearers. 

3.2 Key Performance Indicators 

Key performance indicators (KPI) describe specific char-

acteristics of the algorithms or radio system. Channel met-

rics are measured and then evaluated to produce the KPIs. 

The main purpose of these indicators is to provide a com-

parison independent from design and technologies. 

3.2.1 User Video Bitrate 

The video bitrate   per user is the number of bits per se-

cond transmitted from the video sender to the video re-

ceiver.. 

3.2.2 One Way Delay 

The one way delay (OWD), which is also known as the 

end-to-end delay, is measured from camera to screen 

which means to measure the time between the recording of 

the video and its presentation. 

In [2] it is said, that the OWD should be kept well within 

the acceptable levels of 150 ms and must not exceed 

400 ms. In [6] it is said that a     of 350 ms is still ac-

ceptable and is produced by commercial videoconferenc-

ing systems. 

3.2.3 Radio Subband Utilization 

In mobile networks one target is to completely utilize the 

available spectrum or radio resources. The maximum 

available link bitrate is mostly depending on the location 

of the users. If all users are in rather bad conditions, e.g. 

shadowing or long distance paths, the system has a low 

cell throughput, although the utilization of the network is 

high. To bring this into a KPI the subband utilization can 

be used, which is the percentage of used parts from the 

complete frequency band. For LTE the number of used 

subbands per user varies. So, a user can allocate more than 

one subband. If all subbands are used the system is com-

pletely utilized. 

3.2.4 Algorithm Stability 

Stability is associated with video bitrate variations. To 

measure per-session rate variations the coefficient of varia-

tion (CoV) is used. Let’s assume for an interval       that 

 ̅ is the average and   the standard deviation of per-

session video bitrate. Then the coefficient of variation is 

defined as: 
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The smaller the stability index is, the less oscillation a 

source experiences. The frame loss rate is related to the 

stability of the     and the throughput and will be mini-

mized if the algorithm is more stable [7]. 

4 Results and Discussion 

Figure 4 shows the simulation results for the KPIs de-

scribed in Section 3.2. We plot the results for the three ad-

aptation algorithms and a reference case for a minimum 

video bitrate of 150 kbps, where the video bitrate was con-

stant throughout the video session. 



GCC and Sprout are not performing well in the conver-

sional video scenario. Both algorithms do not adapt to the 

available bitrate. GCC does not keep the delay under 

400 ms. The amount of users which can be served with a 

GCC controlled media session is much lower than a ses-

sion controlled by E-Sprout. 

 

Figure 4 Simulation results for the different adaptation al-

gorithms. A minimum fixed video bitrate of 150 kbps is 

used as a reference. 

GCC is very conservative at low load of the system and 

achieves a lower video bitrate than E-Sprout. As the sys-

tem load increases many of the users using GCC have an 

unacceptable high OWD, although the system is not fully 

utilized. This leads to the conclusion that GCC does not 

adapt fast enough. Due to the fact that it is much more 

constant, which can be seen by the CoV, it fails to cope 

with frequently changing channel conditions. 

In our simulations with bulk transfer we see that Sprout 

works fine. But in the conversional video simulation the 

video bitrate of Sprout is almost equal to the minimum bi-

trate and does not fully utilize the network. A possible ex-

planation is given in Section 4.1. The utilization is nearly 

proportional to the system load. The OWD plot shows that 

Sprout adds delay although it only sends a low bitrate. It 

queues up packets because of false congestion detection 

and adds unnecessary delay. Sprout has a very high CoV 

and is very unstable in the conversional video scenario. 

The CoV for E-Sprout is medium high, which is achieved 

by applying the filtering of BytesToSend. As intended, the 

amount and the ratio of changes are reduced, compared to 

Sprout. It keeps the delay at the desired level while achiev-

ing high bitrates. Only at very high load the OWD increas-

es. At this load the video rate is expected to converge to 

the minimum bitrate. At low load E-Sprout achieves the 

highest video bitrate and is more conservative in high load, 

which in comparison to GCC results in a much lower 

OWD. 

The radio subband utilization shows that E-Sprout utilizes 

the network more than all other algorithms. The reason is 

the ability of E-Sprout to measure the channel directly. 

Compared to GCC, which probes the channel by constant-

ly increasing the bitrate until the available bitrate of the 

channel is reached, E-Sprout can directly probe the chan-

nel without losing time, if there is enough data to send. 

This ability is taken form the original algorithm. E-Sprout 

sends such a high amount of data that the channel is direct-

ly utilized, while preventing congestion. By measuring the 

incoming throughput E-Sprout estimates the channel and 

directly adjusts the video bitrate. This makes the algorithm 

much faster at the beginning of the call and after conges-

tion. In our simulations E-Sprout reaches the available bi-

trate up to 20 times faster than GCC. In the conversional 

video scenario a conclusion for Sprout cannot be given be-

cause it does not reach the available bitrate. 

The CoV is useful to compare the algorithms, but it does 

not give an absolute answer to the algorithm stability. On 

one hand an algorithm should adapt fast enough to follow 

the available bitrate, on the other hand, the algorithm 

should not be unstable through false congestion detection. 

A preferred range of CoV cannot be given.  

4.1 Sprout and Conversational Video  

Figure 5 shows the inner algorithm metrics of Sprout at the 

beginning of a call in the scenario bitpipe, where the algo-

rithm works in an uncongested channel. In the upper graph 

the data which can be sent is limited by the encoder. In the 

bottom graph the data is unlimited. In this setup the data, 

which is sent by the algorithm, is not limited and random 

data from the video encoder is sent. 

One can see that the amount of data which Sprout wants to 

send at the beginning is high, although Sprout has not re-

ceived any feedback yet. Since the available bitrate is not 

yet estimated, this may lead to high delay and packet loss, 

if the algorithm starts in a congestion scenario. 
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The amount of packets produced by the encoder is limited 

and periodic. This leads to the fact that BytesToSend and 

BytesSent, which is the actually amount of data transmitted 

to the radio link, are different in the upper graph of Figure 

5. Therefore, the receiver measures the limited video bi-

trate instead of the available channel bitrate and detects 

false congestion. The result is an unstable behavior of 

Sprout which causes the very high CoV, see Figure 4. 

 

Figure 5 Sprout’s inner algorithm metrics. BytesSent is the 

amount of data actually transmitted. Cumulative delivery 

forecast is the channel estimation. BytesToSend is the 

amount of data save to transmit in this tick. 

In the unlimited case in the lower graph of Figure 5 

BytesToSend and BytesSent are equal. Hear the amount of 

measured data is equal to the available bitrate of the chan-

nel. 

5 Conclusion and Outlook 

We evaluated the adaptation algorithms GCC and Sprout 

for real-time video over LTE. The results show that both 

algorithms do not perform well in this case. The improved 

E-Sprout algorithm shows a better and more stable per-

formance, keeping the end-to-end delay at acceptable lev-

els while achieving high bitrates at the same time. In a 

highly loaded system E-Sprout is still not working satisfac-

tory enough. This might be a result of policies taken to 

handle low load situations. However, performance com-

pared to GCC and Sprout is good. 

The traffic characteristics of real-time video play a crucial 

role in designing an adaptation framework and algorithm 

for video telephony. It is the nature of video traffic that da-

ta is available periodically according to the video frame 

rate. Also the size of encoded video frames varies greatly. 

This challenges the congestion detection and the estima-

tion of the available bitrate on the channel by throughput 

measurement only. RTT or OWD as an additional metric 

should be used. 

E-Sprout and Sprout show the idea of fast adaptation 

through data burst measurements to fully utilize the net-

work, while being careful not to send too high bursts. This 

gives a direct guess of the channel conditions and allows 

faster adaptation.  

 

In future work more scenarios can be considered, e.g., up-

link simulations. The convergence of the video bitrate to 

minimum bitrate using E-Sprout in high load situations 

needs further investigation. Another area of interest is the 

use of explicit congestion notification (ECN). The present-

ed adaptation framework is implemented in the clients on-

ly, which have no knowledge about the other users in the 

cell. Using explicit congestion information from the net-

work and base station can possibly lead to further im-

provements. 
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